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Abstract In this paper, we systematically analyze the pres-
sure projection stabilization method for the Darcy and cou-
pled Darcy–Stokes flow problems in multiple dimensions.
Stability results for this stabilization method are established.
For the Darcy flow, optimal error estimates in the divergence
norm for velocity and suboptimal error estimates in the L2-
norm for pressure are obtained, and a superconvergence
result for the pressure is derived; a local postprocessing
scheme is constructed to generate optimal error estimates
in the L2-norm for pressure. For the coupled Darcy–Stokes
flow, error estimates of optimal order are obtained in terms
of the energy norm of velocity and pressure. Numerical
results are presented to check the theory developed.
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1 Introduction

The mixed finite element method has been a popular method
for solving the partial differential equations arising in solid
and fluid mechanics [8, 14, 16]. Its popularity is due to the
fact that in some cases, a vector variable (e.g., a fluid veloc-
ity) is the primary variable in which one is interested. Then,
the mixed method is developed to approximate both this
variable and a scalar variable (e.g., a pressure) simultane-
ously and to give accurate approximations of both variables.
The mixed finite element formulation uses two different
approximate spaces. These two spaces must be chosen care-
fully so they satisfy an inf–sup stability condition for the
mixed method to be stable. There exist rich choices for these
special spaces for the equations of solid and fluid mechanics
[8, 14, 16].

Much attention has recently been attracted to using the
equal-order finite element pairs (e.g., P1 − P1, the linear
function pair and Q1−Q1, the bilinear function pair) for the
fluid mechanics equations, particularly for the Stokes and
Navier–Stokes equations [3, 4, 9, 17, 24, 25, 30]. While they
do not satisfy the inf–sup stability condition, these element
pairs offer simple and practical uniform data structure and
adequate accuracy. Many stabilization techniques have been
proposed to stabilize these element pairs such as penalty,
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pressure projection, and residual stabilization methods [18,
20, 26, 30]. Among these methods, the pressure projection
stabilization method is a preferable choice in that it is free
of stabilization parameters, does not require any calculation
of high-order derivatives or edge-based data structures, and
can be implemented at the element level [4, 17, 24, 25]. As
formulated in [4, 24, 25, 29], it is based on two local Gauss
integrals. Recent studies have been focused on stability and
convergence of stabilization of the lowest equal-order finite
element pair P1 − P1 or Q1 − Q1 using this type of stabi-
lization for the Stokes and Navier–Stokes equations [4, 24,
25].

There have been attempts to use the pressure projection
stabilization method for solving the second-order partial
differential equations modeling the Darcy flow. Numerical
results were reported using low-order finite element pairs
[5, 11], and stability and convergence studies were given
in [11]. However, a complete analysis is still lacking for
the second-order equations. The analysis of the mixed finite
element method for these equations is much more deli-
cate than for the Stokes equations since the latter equations
are naturally given in mixed form and different sets of the
Sobolev spaces are used; the pair H 1(�) × L2(�) is used
for the Stokes equations while the set H(div; �) × L2(�)

is employed for the second-order equations. In this paper,
we will provide a systematical analysis for the pressure
projection stabilization method for the second-order elliptic
Darcy flow problems in multiple dimensions. The analy-
sis will focus on a superconvergence result and a local
postprocessing scheme. Toward that end, stability results
for the finite element solution are considered, and opti-
mal error estimates in the divergence norm for velocity
and suboptimal error estimates in the L2-norm for pres-
sure are obtained. These results are similar to those obtained
in [11]. The local postprocessing scheme is used to gen-
erate optimal error estimates in the L2-norm for pres-
sure. Numerical results are presented to check the theory
developed.

To see how the current approach and analysis can be gen-
eralized to other problems, a coupled Darcy–Stokes flow
problem is considered. This coupled problem arises in many
engineering applications, such as in porous media flow
where the Darcy flow applies in the ordinary porous part
and the Stokes flow applies in the vuggy (cavity) part of
a porous medium [1, 15]. The development of approxima-
tion methods for solving the coupled Darcy–Stokes flow
problems has attracted much interest [19, 22, 27]. In this
paper, we generalize the pressure projection stabilization
method for the Darcy flow to a coupled Darcy–Stokes
flow problem, and error estimates of optimal order are
obtained in terms of the energy norm of velocity and
pressure. Preliminary computational results were presented
in [31].

The rest of this paper is organized as follows: In the
next section, the basic notation, the differential equation of
the Darcy flow, and its mixed finite element method are
stated. Then, in the third section, a stability result is shown.
Basic error estimates are derived in the fourth section, and
a superconvergence result is proved in the fifth section. A
local postprocessing scheme is studied in the sixth section.
The extension to the coupled Darcy–Stokes flow problem
is carried out in the seventh to ninth sections. Numerical
experiments are presented in the tenth section. Finally, con-
cluding remarks are given in the 11th section. The theory
will be presented for general pairs of mixed finite ele-
ment spaces Vh and Wh. Their prototypes are the spaces of
piecewise polynomials of degree k, k ≥ 1.

2 Darcy flow

Let � denote a polygonal domain in �d (d = 2 or 3), f ∈
L2(�), and K = (Kij ) be a d × d matrix-valued function
on �. We assume that there exist constants α1, α2 > 0 such
that

α1‖ξ‖2 ≤
d∑

i,j=1

Kij (x)ξiξj ≤ α2‖ξ‖2 ∀x ∈ �,

ξ = (ξ1, ξ2, . . . , ξd ) ∈ �d . (2.1)

Consider the Darcy flow problem:

−div(K∇p) = f in �, (2.2a)

p = 0 on ∂�. (2.2b)

It is well known that problems (2.2a) and (2.2b) have a
unique solution. In the subsequent analysis, we implicitly
assume that p has, at each step, the regularity required by
the context. The exact requirements are easily obtained from
inspection of the arguments. Note that if � is convex and
f ∈ Hs(�) for some s > 0, then p ∈ Hr(�) for some
number r > 2 which depends on s and �.

Standard definitions are used for the Sobolev spaces
Wm,r (�), with the norm ‖ · ‖m,r and the seminorm | · |m,r ,
m, r ≥ 0. We will write Hm(�) for Wm,2(�) and ‖ · ‖m for
‖ ·‖m,2. The notation (·, ·) indicates the inner product on the
domain �.

In order to state a mixed formulation for (2.2a) and
(2.2b), we define the space

V = H(div; �) = {v ∈ (L2(�))d : div v ∈ L2(�)}, (2.3)

with the norm

‖v‖2
H(div;�) =

d∑

i=1

‖vi‖2
0 + ‖div v‖2

0, (2.4)
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where v = (v1, v2, . . . , vd). Also, we will use the space,
with the standard L2-norm,

W = L2(�).

Setting

u = −K∇p, (2.5)

(2.2a) becomes

div u = f. (2.6)

For the Darcy flow, p and u are the fluid pressure and veloc-
ity, respectively; (2.5) and (2.6) represent Darcy’s law and
continuity equation, respectively [15].

Multiply (2.5) by v ∈ V and integrate over � to see that

(K−1u, v) = −(v, ∇p).

Applying Green’s formula to the right-hand side of this
equation gives

(K−1u, v) = (div v, p),

where we used the boundary condition (2.2b). Also, multi-
plying (2.6) by any w ∈ W , we see that

(div u, w) = (f, w).

Then, we have a system for u and p:

(K−1u, v) − (div v, p) = 0 ∀v ∈ V, (2.7a)

(div u, w) = (f, w) ∀w ∈ W. (2.7b)

This is the mixed variational form of (2.2a) and (2.2b). If
u and p satisfy (2.5) and (2.6), they also satisfy (2.7a) and
(2.7b). The converse also holds if p is sufficiently smooth
(e.g., if p ∈ H 2(�)). Furthermore, systems (2.7a) and
(2.7b) have a unique solution u ∈ V and p ∈ W .

Introduce the bilinear form

B((u, p), (v, w)) = (K−1u, v) − (div v, p) + (div u, w),

(u, p), (v, w) ∈ V × W.

Systems (2.7a) and (2.7b) are written as

B((u, p), (v, w)) = (f, w) ∀(v, w) ∈ V × W. (2.8)

Let us consider now a decomposition Th of � into convex
subdomains {T }, with which we associate the spaces Vh ⊂
V and Wh ⊂ W .

The mixed finite element method for (2.2a) and (2.2b) is
defined: Find uh ∈ Vh and ph ∈ Wh such that

(K−1uh, v) − (div v, ph) = 0 ∀v ∈ Vh, (2.9a)

(div uh, w) = (f, w) ∀w ∈ Wh. (2.9b)

In general, an arbitrary choice of the approximate spaces
Vh ⊂ V and Wh ⊂ W does not satisfy the inf–sup condition
uniformly in h:

sup
v∈Vh

(div v, w)

‖v‖H(div;�)

≥ β‖w‖0 ∀w ∈ Wh,

where the constant β > 0 is independent of h. Thus, we
assume that another approximate space W̄h ⊂ W exists such
that

W̄h ⊂ Wh, (2.10a)

Vh×W̄h satisfies the inf−sup condition uniformly in h

(2.10b)

div Vh ⊂ Wh. (2.10c)

Let P̄h : L2(�) → W̄h be the standard L2-projection,
which satisfies

‖P̄hp‖0 ≤ C‖p‖0, p ∈ L2(�). (2.11)

The central idea of the mixed finite element method
developed is to use the spaces of equal-order mixed finite
element pairs Vh ×Wh that do not satisfy the inf–sup stabil-
ity condition. To overcome this deficiency, we introduce the
pressure projection stabilization term [4, 24, 25]

Gh(p, q) = (p − P̄hp, q − P̄hq). (2.12)

Now, the pressure projection stabilization method reads:
Find uh ∈ Vh and ph ∈ Wh such that

(K−1uh, v) − (div v, ph) = 0 ∀v ∈ Vh, (2.13a)

(div uh, w) + Gh(ph, w) = (f, w) ∀w ∈ Wh. (2.13b)

Introduce the bilinear form

Bh((uh, ph), (v,w)) = (K−1uh, v) − (div v, ph) + (div uh,w)

+Gh(ph,w), (uh, ph), (v,w) ∈ Vh × Wh.

Systems (2.13a) and (2.13b) are written as

Bh((uh, ph), (v,w)) = (f,w) ∀(v,w) ∈ Vh × Wh. (2.14)

We end this section with an example for the spaces Vh,
Wh, and W̄h.

Example Let Th be a shape-regular triangulation of the
polygonal domain � into a union of triangles or tetrahedra
[14, 16]. Associated with Th, we define

Vh = {v ∈ V : v|T ∈ (Pk(T ))d , T ∈ Th},
Wh = {w ∈ W : w|T ∈ Pk(T ), T ∈ Th}, (2.15)

W̄h = {w ∈ W : w|T ∈ Pk−1(T ), T ∈ Th},
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where Pk(T ) represents the space of polynomials of degree
not greater than k on set T, k ≥ 1. These spaces sat-
isfy assumption (2.10a), (2.10b), and (2.10c) in both two
(d = 2) and three (d = 3) dimensions [6, 7]. Note
that the inf–sup stable pair for the velocity and pressure
(u, p) is the Brezzi–Douglas–Marini space (d = 2) or the
Brezzi–Douglas–Durán–Fortin space Vh × W̄h (d = 3).

3 Stability

To show a stability result, we define the norm on V × W

‖(v, w)‖ =
(
‖v‖2

H(div;�) + ‖w‖2
0

)1/2
, (v, w) ∈ V × W.

It follows from assumption (2.10b) that there is a linear
operator �h : (H 1(�))d → Vh such that the boundedness
and orthogonality relation hold [8, 14]:

‖�hv‖H(div;�) ≤ C‖v‖H(div;�), v ∈ (H 1(�))d, d = 2 or 3,

(3.1)
and

(div(v−�hv), w) = 0, v ∈ (H 1(�))d , w ∈ W̄h. (3.2)

Let Ph : L2(�) → Wh be the standard L2-projection. It
satisfies

‖Phw‖0 ≤ C‖w‖0, w ∈ L2(�). (3.3)

The following stability result is similar to a stability
result shown in [11]. For completeness, we give a proof.

Theorem 3.1 Under assumptions (2.10a), (2.10b), and
(2.10c), there are positive constants C and β, independent
of h, such that

Bh((uh, ph), (vh, wh)) ≤ C‖(uh, ph)‖ ‖(vh, wh)‖,
(uh, ph), (vh, wh) ∈ Vh × Wh, (3.4)

and

sup
(vh,wh)∈Vh×Wh

Bh((uh, ph), (vh, wh))

‖(vh, wh)‖ ≥ β‖(uh, ph)‖,
(uh, ph) ∈ Vh × Wh. (3.5)

Proof The continuity property (3.4) can easily be shown
using the definition of the bilinear form Bh(·, ·) and the
norm ‖ · ‖. It suffices to prove the weak coercivity (3.5).

Given ph ∈ Wh, define φ ∈ H 2(�) ∩ H 1
0 (�) by

−	φ = ph in �,

φ = 0 on ∂�.

Let v = −∇φ so div v = ph. Consequently, we see that

‖v‖H(div;�) ≤ C‖ph‖0. (3.6)

For uh ∈ Vh, define vh = uh − ε1�hv ∈ Vh and wh =
ph + ε2div uh, where the constants ε1 > 0 and ε2 > 0 are

yet to be determined. It can be seen from (3.1) and (3.6)
that

‖(vh, wh)‖ ≤ C‖(uh, ph)‖. (3.7)

Next, it follows from the definition of the bilinear form
Bh(·, ·) that

Bh((uh, ph), (vh,wh)) = (K−1uh, uh) − ε1(K
−1uh,�hv)

+ε2‖div uh‖2
0 + ε1(div �hv, ph)

+Gh(ph, ph) + ε2Gh(ph, div uh).

(3.8)

Using (3.1) and (3.6), we see that

|ε1(K
−1uh, �hv)| ≤ 1

2
(K−1uh, uh) + ε2

1C1‖ph‖2
0. (3.9)

Also, by (2.11), we have

|ε2Gh(ph, div uh)| ≤ 1

2
Gh(ph, ph) + ε2

2C2‖div uh‖2
0.

(3.10)

Note that, by (3.2),

‖ph‖2
0 = (ph, div v)

= (ph − P̄hph, div v) + (P̄hph, div v)

= (ph − P̄hph, div v) + (P̄hph, div �hv)

= (ph − P̄hph, div(v − �hv)) + (ph, div �hv),

and, by (3.1) and (3.6),

|(ph − P̄hph, div(v − �hv))| ≤ ‖ph − P̄hph‖0‖div(v − �hv)‖0

≤ CG
1/2
h (ph, ph)‖ph‖0

≤ 1

2
‖ph‖2

0 + CGh(ph, ph).

Consequently, we obtain

1

2
‖ph‖2

0 ≤ C3Gh(ph, ph) + (div�hv, ph). (3.11)

Combing (3.8)–(3.11) gives

Bh((uh, ph), (vh,wh)) ≥ 1

2
(K−1uh, uh) + ε2(1 − ε2C2)‖div uh‖2

0

+ ε1

2
(1 − 2ε1C1)‖ph‖2

0 + 1

2
(1 − 2ε1C3)Gh(ph, ph).

Choosing

ε1 = max

(
1

4C1
,

1

4C3

)
, ε2 = 1

2C2
,

we see that

Bh((uh, ph), (vh, wh)) ≥ C‖(uh, ph)‖2. (3.12)

Finally, combining (3.7) and (3.12) yields (3.5).

It follows from Theorem 3.1 that system (2.14) has a
unique solution, which satisfies

‖(uh, ph)‖ ≤ C‖f ‖0. (3.13)

Example (continued) The example given in (2.15) for the
finite element spaces Vh, Wh, and W̄h satisfies conditions
(3.1) and (3.2) [6, 7].
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4 Error estimates

In this section, we derive basic error estimates for the mixed
finite element solution uh ∈ Vh and ph ∈ Wh. Subtracting
(2.14) from (2.8) results in the error equation

B((u, p) − (uh, ph), (vh, wh)) = Gh(ph, wh),

(vh, wh) ∈ Vh × Wh.

(4.1)

The following best possible error estimate holds. A similar
convergence result was stated in [11]; for completeness, we
give a complete proof.

Theorem 4.1 Under assumptions (2.10a), (2.10b), and
(2.10c), it holds that

‖(u − uh, p − ph)‖ ≤ C inf
(vh,wh)∈Vh×W̄h

‖(u − vh, p − wh)‖,
(4.2)

where (u, p) and (uh, ph) are the respective solutions of
(2.8) and (2.14).

Proof For any (vh, wh) ∈ Vh × W̄h, set

ξh = uh − vh, ηh = ph − wh.

It follows from (3.5) that

β‖(ξh, ηh)‖ ≤ sup
(xh,yh)∈Vh×Wh

Bh((ξh, ηh), (xh, yh))

‖(xh, yh)‖ . (4.3)

Since Gh(wh, yh) = 0 for wh ∈ W̄h, inequality (4.3),
together with (4.1) and the continuity of the bilinear form
B(·, ·), implies

β‖(ξh, ηh)‖ ≤ sup
(xh,yh)∈Vh×Wh

B((u − vh, p − wh), (xh, yh))

‖(xh, yh)‖
≤ C‖(u − vh, p − wh)‖.

As a result, (4.2) comes from this inequality and the triangle
inequality.

Example (continued) With the example given in (2.15), the
estimate (4.2) gives

‖u − uh‖0 + ‖div(u − uh)‖0 + ‖p − ph‖0

≤ Chk(‖u‖k + ‖div u‖k + ‖p‖k), (4.4)

which is optimal for u in the divergence norm and subopti-
mal for u and p in the L2-norm in terms of the convergence
rate. As the numerical experiments will show in the sev-
enth section, these are the best estimates one can obtain with
method (2.14). The reason is that the approximation prop-
erty of the lower-order space W̄h always pollutes the global
accuracy. Note that the error estimate (4.4) is consistent with

that produced by the residual stabilized mixed method and
the least-squares method [21, 26].

Improvements on convergence rates will be made using
a local postprocessing technique considered in the sixth
section.

5 Superconvergence

In this section, we consider the case where div Vh = W̄h

(a subset div Vh ⊂ W̄h suffices). Also, the approximation
property holds for the linear operators �h and P̄h:

‖v − �hv‖0 ≤ Ch‖v‖1, ‖w − P̄hw‖0 ≤ Ch‖w‖1,

v ∈ (H 1(�))d, w ∈ H 1(�). (5.1)

Set

eh = P̄h(p − ph).

Then, the error equation (4.1) can be written as

(K−1(u − uh), v) − (div v, eh) = 0 ∀v ∈ Vh, (5.2a)

(div(u − uh), w) − Gh(ph, w) = 0 ∀w ∈ Wh. (5.2b)

Theorem 5.1 Under assumptions (2.10a), (2.10b), (2.10c),
and (5.1), it holds that

‖eh‖0 ≤ Ch (‖u − uh‖0 + ‖div(u − uh)‖0) . (5.3)

Proof Define ϕ by

−div(K∇ϕ) = eh in �, (5.4a)

ϕ = 0 on ∂�. (5.4b)

The elliptic regularity implies (e.g., for a convex polygonal
�)

‖ϕ‖2 ≤ C‖eh‖0. (5.5)

Then, by (3.2), (5.2a) and (5.2b), Green’s formula, (5.4a)
and (5.4b), and the fact that Gh(ph, P̄hϕ) = 0, we see that

‖eh‖2
0 = −(eh, div(K∇ϕ))

= −(eh, div�h[K∇ϕ])
= −(K−1(u − uh), �h[K∇ϕ])
= (K−1(u − uh), K∇ϕ − �h[K∇ϕ]) − (u − uh, ∇ϕ)

= (K−1(u − uh), K∇ϕ − �h[K∇ϕ]) + (div(u − uh), ϕ)

= (K−1(u − uh), K∇ϕ − �h[K∇ϕ]) + (div(u − uh),

ϕ − P̄hϕ),
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which, together with (5.1) and (5.5), gives

‖eh‖0 ≤ Ch(‖u − uh‖ + ‖div(u − uh)‖0),

i.e., the desired estimate (5.3) holds.

Example (continued) With the example given in (2.15), we
obtain

‖eh‖0 ≤ Chk+1(‖u‖k + ‖div u‖k + ‖p‖k), (5.6)

which shows a superconvergence result.

6 Local postprocessing

To improve the error estimate for p, a local postprocessing
technique is used to obtain a new function p∗

h ∈ Wh, which
is of more accurate approximation to the solution. As an
example, we focus on the case where the triangulation Th of
� is a union of triangles or tetrahedra.

For each T ∈ Th, following [13], define p∗
h ∈ Wh,

element by element, as the solution of the equations
∫

T

p∗
hdx =

∫

T

phdx, (6.1a)

(K∇p∗
h, ∇w)T = (f, w)T −

∫

∂T

wuh·nT d ∀w ∈ Pk(T ),

(6.1b)

where nT is the unit vector normal to ∂T and (uh, ph) is the
solution of (2.14).

Theorem 6.1 Under assumptions (2.10a), (2.10b), (2.10c),
and (5.1), it holds that

‖p − p∗
h‖0 ≤ C

(
hk+1|p|k+1

+h(‖u − uh‖0 + ‖div(u − uh)‖0)
)

, (6.2)

where p and p∗
h are the respective solutions of (2.2a) and

(2.2b) and (6.1a) and (6.1b).

Proof Let PT denote the L2-projection onto P0(T ). Note
that P0(T ) ⊂ Wh|T for all finite element pairs considered
so it follows from (2.13b) and the fact that Gh(ph, w) = 0,
w ∈ P0(T ) that

(f, w)T −
∫

∂T

wuh · nT d = 0 ∀w ∈ P0(T ), T ∈ Th.

Therefore, systems (6.1a) and (6.1b) have a unique solution
p∗

h.
Using (2.2a) and (2.5) yields

(K∇p, ∇w)T = (f, w)T −
∫

∂T

wu · nT d ∀w ∈ Pk(T ),

so that the error equation for (6.1a) and (6.1b) is

(K∇(p−p∗
h),∇w)T =

∫

∂T

w(uh −u) ·nT d ∀w ∈ Pk(T ).

(6.3)

Take p̂ ∈ Pk(T ) to be the Neumann projection of the solu-
tion p on each T ∈ Th, with the nonuniqueness constant on
each element determined by PT (p̂ − ph‖T ) = 0.

Now, shifting p to p∗
h and choosing w = p̂ − p∗

h, we see
that

(K∇(p̂ − p∗
h),∇(p̂ − p∗

h))T = (K∇(p̂ − p),∇(p̂ − p∗
h))T

+
∫

∂T

(p̂ − p∗
h)(uh − u) · nT d.

(6.4)

Hence, using (2.1), there is a constant C > 0 such that

α1‖∇(p̂ − p∗
h)‖2

0,T ≤ C‖∇(p̂ − p)‖0.T ‖∇(p̂ − p∗
h)‖0,T

+
(

hT

∫

∂T

|(uh − u) · nT |2d

)1/2

×
(∫

∂T

h−1
T |p̂ − p∗

h|2d

)1/2

. (6.5)

Due to PT (p̂ − ph|T ) = 0, a scaling argument yields
(

h−1
T

∫

∂T

|p̂ − p∗
h|2d

)1/2

≤ C‖∇(p̂ − p∗
h)‖0,T , (6.6)

and thus, (6.5) gives

‖∇(p̂ − p∗
h)‖0,T ≤ C

{
‖∇(p̂ − p)‖0,T

+
(

hT

∫

∂T

|(uh − u) · nT |2d

)1/2
}

.

(6.7)

Again, it is easily proved by using a simple scaling argument
that

‖w‖0,T ≤ ChT ‖∇w‖0,T ,

for each w ∈ (I −PT )Pk(T ). Consequently, it follows from
(6.7) that

‖p̂ − p∗
h‖0,T ≤ ‖PT (p̂ − p∗

h)‖0,T + ChT

{
‖∇(p̂ − p)‖0,T

+ (∫
∂T hT |(uh − u) · nT |2d

)1/2
}

.

(6.8)

We now want to estimate ‖PT (p̂ − p∗
h)‖0,T . Since PT is

bounded, we have

‖PT (p̂ − p∗
h)‖0,T ≤ ‖PT (p̂ − p)‖0,T + ‖PT (p − p∗

h)‖0,T

≤ C‖p̂ − p‖0,T + ‖PT (p − p∗
h)‖0,T .

(6.9)

We note that, by the definition of PT ,

PT P̄h|T = PT ,
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and thus, using (6.1a) and (6.9), we have

‖PT (p̂−p∗
h)‖0,T ≤ C

(
‖p̂ − p‖0,T + ‖P̄h(p − ph)

∥∥
0,T

)
.

(6.10)

Hence, it follows from (6.8)–(6.10) that

‖p̂ − p∗
h‖0,T ≤ C

{
‖p̂ − p‖0,T + ‖P̄h(p − ph)‖0,T

+ hT

[
‖∇(p̂ − p)‖0,T +

(
hT

∫

∂T

|(uh − u) · nT |2d

)1/2
]}

.

(6.11)

For the last term in (6.11), note that
(

hT

∫

∂T

|(uh − �hu) · nT |2d

)1/2

≤ C‖uh − �hu‖0,T .

Consequently, by the triangle inequality and the optimal
approximation of �hu to u, we obtain

‖p̂−p∗
h‖0 ≤ C(hk+1|p|k+1+‖P̄h(p−ph)‖0+h‖uh−u‖0).

(6.12)

Finally, the desired result (6.2) follows immediately from
(6.12), Theorem 5.1, and the triangle inequality. The proof
has been completed.

Example (continued) With the example given in (2.15), we
obtain

‖p − p∗
h‖0 ≤ Chk+1(‖u‖k+1 + ‖div u‖k + ‖p‖k), (6.13)

which obviously improves estimate (4.4) in the convergence
rate for the pressure. Note that schemes (6.1a) and (6.1b) are
locally defined and can thus be implemented in a parallel
fashion.

7 Coupled Darcy–Stokes flow and its approximation

For the simplicity of presentation, let � be a polygonal
domain in �2, divided into two subdomains �1 and �2,
with interface �12 = ∂�1 ∩ ∂�2. Define �i = ∂�i \ �12

for i = 1, 2. Denote by n the outward unit normal vector to
∂� and n12 (respectively, τ12) the unit normal (respectively,
tangential) vector to �12 outward to �1 (see Fig. 1).

We assume that the flow satisfies the Stokes equations
on �1 and the single-phase Darcy equations on �2 (both
stationary):

−∇ · T̂ (u1, p1) = f1 in �1, (7.1)

∇ · u1 = 0 in �1, (7.2)

Fig. 1 A model problem

u1 = 0 on �1, (7.3)

where T̂ is the stress tensor

T̂ (u1, p1) = −p1I + 2μD(u1)

which depends on the viscosity ν > 0 and the strain tensor

D(u1) = 1

2
(∇u1 + ∇uT

1 ),

and

u2 + K∇p2 = 0 in �2, (7.4)

∇ · u2 = f2 in �2, (7.5)

u2 · n = 0 on �2, (7.6)

∫

�1

p1 dx +
∫

�2

p2 dx = 0, (7.7)

u1 · n12 = u2 · n12 on �12, (7.8)

p1 − 2μ((D(u1)n12) · n12) = p2 on �12, (7.9)

u1 · τ12 = −2G(D(u1)n12) · τ12 on �12, (7.10)
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where K is a symmetric and positive definite tensor repre-
senting the fluid mobility that is assumed to satisfy (2.1) in
�2.

Note that condition (7.8) represents mass conservation
across the interface, condition (7.9) imposes a balance of
forces across the interface, and condition (7.10) is the
Beavers–Joseph–Saffman law, where G > 0 is a friction
constant that can be determined experimentally [2].

The Sobolev spaces Hk(S) = W 2,k(S) are defined in the
usual way for S = �1 or �2 with the norm and seminorm
‖·‖k,S and | · |k,S , respectively (�1 and �2 are often omitted
when there is no ambiguity). Let

X1 = {v1 ∈ (H 1(�1))
2 : v1 = 0 on �1}, W1 = L2(�1).

The norms in X1 and W1 are given by

‖v1‖2
X1

= ‖∇v1‖2
0,�1

+ μ

G

∑

e∈�12

‖v1 · τ12‖2
0,e,

‖p1‖W1 = ‖p1‖0,�1 , v1 ∈ X1, p1 ∈ W1.

The velocity–pressure spaces on �2 are

X2 =
{
v ∈ H(div; �2) :

∫

∂�2

v · nw d = 0 ∀ w ∈ H 1
0,�12

(�2)

}
,

W2 = L2(�2),

where

H(div; �2) = {v2 ∈ (L2(�2))
2 : ∇ · v2 ∈ L2(�2)},

H 1
0,�12

(�2) = {w ∈ H 1(�2) : w = 0 on �12}.
The norms associated with (X2, W2) are

‖v2‖2
X2

= ‖v2‖2
0,�2

+ ‖∇ · v2‖2
0,�2

,

‖p2‖W2 = ‖p2‖0,�2 , v2 ∈ X2, p2 ∈ W2.

We can now define the space X = X1 × X2 with the norm

‖v‖X =
(
‖v1‖2

X1
+ ‖v2‖2

X2

)1/2 ∀ v ∈ X,

and the space

W = {
p = (p1, p2) : pi ∈ Wi, i = 1, 2, and (p1, 1)�1

+(p2, 1)�2 = 0
}
,

with the norm

‖p‖W =
(
‖p1‖2

W1
+ ‖p2‖2

W2

)1/2
.

We define the bilinear forms a1(·, ·) and b1(·, ·) on X1 ×
X1 and X1 × W1, respectively, by

a1(u1, v1) = 2μ

∫

�1

D(u1) : D(v1) dx

+ μ

G

∑

e∈�12

∫

e

u1 · τ12v1 · τ12 d,

b1(v1, p1) = −(∇ · v1, p1) = −
∫

�1

p1∇ · v1 dx,

and the bilinear forms a2(·, ·) and b2(·, ·) on X2 × X2 and
X2 × W2, respectively, by

a2(u2, v2) =
∫

�2

K−1u2 · v2 dx,

b2(v2, p2) = −(∇ · v2, p2) = −
∫

�2

p2∇ · v2 dx.

Defining a = a1 + a2 and b = b1 + b2, the variational
formulation for the coupled Darcy–Stokes flow problem is
to find (u, p) ∈ X × W such that

a(u, v) + b(v, p) − b(u, q)

+
∫

�12

p2(v1 − v2) · n12 d =
∫

�1

f1v1dx

+
∫

�2

f2q2 dx ∀ (v, q) ∈ X × W. (7.11)

Let hi be a positive parameter and T i
h be a regular tri-

angulation of �i into triangles {T i
j } such that �i = ∪T i

j

[14, 16], i = 1, 2. To simplify the notation, we assume that
the cells T ∈ T i

h are affine equivalent, the grids T 1
h and T 2

h

match at �12, �12 is polygonal, and no point of the inter-
face boundary ∂�12 belongs to the interior of an element
edge. Then, we define their respective finite-dimensional
subspaces of X and W as Xh and Wh:

Xh = X1
h × X2

h, Wh = W 1
h × W 2

h ,

where

X1
h =

{
v1 ∈ X1 : v1|T ∈ P1(T ) ∀ T ∈ T 1

h

}
,

W 1
h =

{
p1 ∈ H 1(�1) : p1|T ∈ P1(T ) ∀ T ∈ T 1

h

}
,

X2
h =

{
v2 ∈ X2 : v2|T ∈ P1(T ) ∀ T ∈ T 2

h , v2 · n = 0 on �2

}
,

W 2
h =

{
p2 ∈ W2 : p2|T ∈ P1(T ) ∀ T ∈ T 2

h

}
.

We also need another two spaces:

W̄ 1
h = {p1 ∈ W1 : p1|T ∈ P0(T ) ∀ T ∈ T 1

h },
W̄ 2

h = {p2 ∈ W2 : p2|T ∈ P0(T ) ∀ T ∈ T 2
h }.

As in Section 2, we define the L2-projection operator
P̄h : L2(�) → W̄h by

(p, qh) = (P̄hp, qh) ∀p ∈ L2(�), qh ∈ W̄h, (7.12)

where W̄h = W̄ 1
h × W̄ 2

h ⊂ L2(�) denotes the piecewise
constant space associated with Th(�).

The projection operator P̄h has the following properties:

‖P̄hp‖0 ≤ C‖p‖0 ∀p ∈ L2(�), (7.13)

‖p − P̄hp‖0 ≤ Ch‖p‖1 ∀p ∈ H 1(�). (7.14)
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Now, using (7.12), as in (2.12), we can define the bilinear
form Gh(·, ·) as follows:

Gh(p, q) = (p−P̄hp, q) = (p−P̄hp, q−P̄hq), p, q ∈ L2(�).

(7.15)

Define the finite-dimensional space of functions on the
interface ∧h = X2

h · n12 and let

Vh =
⎧
⎨

⎩v = (v1, v2) ∈ Xh :
∑

e∈�12

∫

e

η(v1 − v2) · n12 d = 0

∀η ∈ ∧h

⎫
⎬

⎭ .

Then, the finite element approximation of the coupled
problem is to find a pair (uh, ph) ∈ (Vh, Wh) such that

a(uh, vh) + b(vh, ph) − b(uh, qh) + Gh(ph, qh)

= (f, vh) + (g, qh) ∀ (v, q) ∈ Vh × Wh,

where (f, vh) = (f1, vh
1 ) and (g, qh) = (f2, qh

2 ). That is,

B((uh, ph), (vh, qh)) = (f, vh)+(g, qh) ∀(vh, qh) ∈ (Vh,Wh),

(7.16)

where

B((uh, ph), (vh, qh)) = a(uh, vh) + b(vh, ph) − b(uh, qh)

+Gh(ph, qh).

8 Stability of the approximation method

The stability result of the stabilized finite element method
(7.16) is shown in this section. We will make use of the
quasi-local interpolant �1

h : (H 1(�1))
2 → X1

h satisfying
for all v1 ∈ (H1(�1))

2,

b1(�
1
hv1 − v1, q1) = 0 ∀ q1 ∈ W̄ 1

h ,

‖�1
hv1‖X1 ≤ C‖v1‖X1 ,

‖�1
hv1 − v1‖X1 ≤ Ch1‖v1‖2,

and the linear operator �2
h : (H 1(�2))

2 → X2
h satisfying

for all v2 ∈ (H1(�2))
2,

b2(�
2
hv2 − v2, q2) = 0 ∀ q2 ∈ W̄ 2

h ,

‖�2
hv2‖X2 ≤ C‖v2‖X2 ,

‖�2
hv2 − v2‖X2 ≤ Ch2‖v2‖2.

In addition, define Rh = (R1
h, R2

h) : X1 × (X2 ∩
(H 1(�2))

2) → Vh, with Rhv = (R1
hv1, R2

hv2), satisfying

b(Rhv − v, qh) = 0 ∀qh ∈ W̄h,

‖Rhv‖X ≤ C‖v‖1,�,

‖v − Rhv‖X ≤ C(h1‖v1‖2 + h2‖v2‖2), (8.1)

where R1
h and R2

h are constructed as in [28]. Finally, define
Ph = (P 1

h , P 2
h ) : W → Wh satisfying

(p − Php, q) = 0, p ∈ W, q ∈ Wh,

and

‖p1 − P 1
h p1‖0 ≤ Ch1‖p1‖1,

‖p2 − P 2
h p2‖0 ≤ Ch2‖p2‖1.

That is,

‖p−Php‖0 ≤ C(h1‖p1‖1+h2‖p2‖1), p = (p1, p2) ∈ W.

(8.2)

Theorem 8.1 Under condition (2.1), the bilinear form
B((·, ·), (·, ·)) satisfies the continuous property

|B((uh, ph), (vh, qh))| ≤ C(‖uh‖X + ‖ph‖W )(‖vh‖X + ‖qh‖W)

∀ (uh, ph), (vh, qh) ∈ (Vh,Wh)

(8.3)

and the coercive property

sup
0�=(vh,qh)∈(Vh,Wh)

|B((uh, ph), (vh, qh))|
‖vh‖X + ‖qh‖W

≥ β(‖uh‖X + ‖ph‖W )

∀ (uh, ph) ∈ (Vh, Wh),

(8.4)

where the constant β > 0 is independent of hi(i = 1, 2).

Proof From the definition of B((·, ·), (·, ·)), ‖ · ‖X and
‖ · ‖W , the continuous property (8.3) can be easily proven.
It is sufficient to show the coercive property (8.4).

For any ph ∈ Wh ⊂ L2
0(�), there exists v ∈ (H 1(�))2

such that

∇ · v = −ph,

satisfying

‖v‖1,� ≤ C‖ph‖0,�.

Let (vh, qh) = (uh − αRhv, ph + β∇ · uh) in (7.16); we
have

B((uh, ph), (uh − αRhv, ph + β∇ · uh))

= a(uh, uh) − αa(uh,Rhv) − αb(Rhv, ph) − βb(uh,∇ · uh)

+Gh(ph, ph) + βGh(ph,∇ · uh).

Note that, by (2.1),

a(uh, uh) ≥ C0‖uh‖2
X,

for some constant C0 > 0. Also, we see that

|αa(uh, Rhv)| ≤ α‖uh‖X‖Rhv‖X

≤ C0

2
‖uh‖2

X + C′
1α

2‖Rhv‖2
X

≤ C0

2
‖uh‖2

X + C1α
2‖p‖2

0,

|βGh(ph, ∇ · uh)| ≤ βG
1/2
h (ph, ph)‖∇ · uh‖0

≤ 1

2
Gh(ph, ph) + C2β

2‖∇ · uh‖2
0.
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Also, note that

‖ph‖2
0 = −(ph,∇ · v)

= −(ph − P̄hph,∇ · v) − (P̄hph,∇ · v)

= −(ph − P̄hph,∇ · v) − (P̄hph,∇ · Rhv)

= −(ph − P̄hph,∇ · (v − Rhv)) − (ph,∇ · Rhv)

≤ |(ph − P̄hph,∇ · (v − Rhv))| + |(P̄hph,∇ · Rhv)|,
and

|(ph − P̄hph, ∇ · (v − Rhv))| ≤ CG
1
2
h (ph, ph)‖∇

·(v − Rhv)‖0

≤ CG
1
2
h (ph, ph)‖ph‖0

≤ 1

2
‖ph‖2

0 +C3Gh(ph,ph).

Then, we have

|αb(Rhv, ph)| ≥ α

2
‖ph‖2

0 − C3αGh(ph, ph).

Hence, combining all the above inequalities yields

B((uh, ph), (uh − αRhv, ph + β∇ · uh))

≥ C0

2
‖uh‖2

X + α

(
1

2
− C1α

)
‖ph‖2

0 +
(

1

2
− C3α

)

×Gh(ph, ph) + β(β − C2)‖∇ · uh‖2
0.

If we choose appropriate constants α > 0 and β > 0 such
that
1

2
−C1α ≥ C4 > 0,

1

2
−C3α ≥ C5 > 0, β −C2 ≥ C6 > 0,

then

B((uh, ph), (uh−αRhv, ph+β∇·uh)) ≥ C(‖uh‖X+‖ph‖W )2.

(8.5)

It is clear that

‖vh‖X + ‖qh‖W = ‖uh − αRhv‖X + ‖ph + β∇ · uh‖W

≤ C(‖uh‖X + ‖ph‖W ).

(8.6)

Finally, combining (8.5) and (8.6) completes the proof of
(8.4).

From Theorem 8.1, the following theorem follows:

Theorem 8.2 Under condition (2.1), there exists a unique
solution pair (uh, ph) to equation (7.16).

9 Error estimates of the approximation method

The error estimate for the approximation method (7.16) is
given in terms of the energy norm for u and p.

Theorem 9.1 Assume that u|�i ∈ H 2(�i) and p|�i ∈
H 1(�i) for i = 1, 2 and condition (2.1) holds. Let (u, p) ∈
X × W be the solution of the coupled problem (7.1)–(7.10)
and (uh, ph) ∈ Vh × Wh be the discrete solution of (7.16);
then, the following estimate holds

‖u − uh‖X + ‖p − ph‖W ≤ C
{
(h1(‖u1‖2,�1 + ‖p1‖1,�1)

+h2(‖u‖2,�2 + ‖p2‖1,�2) + h
1/2
1 h

1/2
2 ‖p2‖1,�2

}
.

Proof From (7.11) and (7.16), the error equation is

a(u − Rhu, vh) + b(vh, p − Php) − b(u − Rhu, qh)

+
∫

�12

p2(v
h
1 − vh

2 ) · n12 d − Gh(ph, qh)

= a(uh − Rhu, vh) + b(vh, ph − Php) − b(uh − Rhu, qh).

Define e = uh − Rhu and η = ph − Php. From Theorem
8.1 and the above equation, we have

β(‖e‖X + ‖η‖W ) ≤ sup
0 �=(vh,qh)∈(Vh,Wh)

|B((e, η), (vh, qh))|
‖vh‖X + ‖qh‖W

= sup
0 �=(vh,qh)∈(Vh,Wh)

|a(u − Rhu, vh)

+ b(vh, p − Php) − b(u − Rhu, qh)

+
∫

�12

p2

(
vh

1 − vh
2

)
· n12 d

−Gh(Php, qh)|/(‖vh‖X + ‖qh‖W ).

From the standard interpolation theory, (8.1), (8.2), and the
continuity of a(·, ·) and b(·, ·), we see that

a(u − Rhu, vh) = a1(u − Rhu, vh) + a2(u − Rhu, vh)

≤ C(h1‖u1‖2 + h2‖u2‖2)(‖vh‖X + ‖qh‖W),

b(vh, p − Php) ≤ C(h1‖p1‖1 + h2‖p2‖1)(‖vh‖X + ‖qh‖W),

b(u − Rhu, qh) ≤ C(h1‖u1‖2 + h2‖u2‖2)(‖vh‖X + ‖qh‖W),

Gh(Php, qh) ≤ C(h1‖p1‖1 + h2‖p2‖1)(‖vh‖X + ‖qh‖W).

Since vh ∈ Vh, we have

∫

�12

p2

(
vh

1 − vh
2

)
· n12 d

=
∑

e∈�12

∫

e

(
p2 − pe

2

) (
vh

1 − vh
2

)
· n12 d,

where pe
2 ∈ ∧h is the L2-projection of p2 with respect to

the L2-inner product on the edge e. By the definition of the
projection, since ∧h = X2

h · n12, we have

∑

e∈�12

∫

e

(
p2 − pe

2

)
vh

2 · n12 d = 0.
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Also, note that for any edge e and any constant vector ce, we
have

∑

e∈�12

∫

e

(
p2 − pe

2

)
vh

1 · n12 d =
∑

e∈�12

∫

e

(
p2 − pe

2

) (
vh

1 − ce

)

·n12 d

≤
∑

e∈�12

‖ (
p2 − pe

2‖0,e‖

vh
1 − ce‖0,e.

Assume that each edge e of �12 is shared by the element
E2

e ∈ T 2
h and parts of the elements E1

e,i ∈ T 1
h , i =

1, 2, . . . , ne. Then, from the approximation properties and
the trace inequality, we obtain

∫

e

(
p2 − pe

2

)
vh

1 · n12 d ≤ Ch
3/2
2 ‖p2‖2,E2

e

ne∑

i=1

(
h

−1/2
1 ‖vh

1 − ce‖0,E1
e,i

+ h
1/2
1 ‖∇vh

1 ‖0,E1
e,i

)
.

Therefore, we see that

∑

e∈�12

∫

e

(p2 − pe
2)v

h
1 · n12 dl ≤ C

∑

e∈�12

Ch
3/2
2 ‖p2‖2,E2

e

ne∑

i=1

h
1/2
1 ‖∇vh

1‖0,E1
e,i

≤ Ch
1/2
1 h

1/2
2 ‖p2‖2,�2‖vh

1 ‖1,�1 .

Combining all the above equations, we obtain the desired
result.

10 Numerical results

Numerical results are presented to check the theory devel-
oped in the previous sections for the Darcy flow; prelimi-
nary numerical results for the coupled Darcy–Stokes flow
were reported in [31]. In all the experiments, the trian-
gulations Th are based on the partition of the unit square

Table 1 Error estimates for the pair P1 − P1

1/h uL2 rate udiv rate pL2 rate P̄hL2 rate p∗
h rate

8

16 2.02470 0.973923 2.25806 2.47020 2.14625

24 1.94496 0.992501 2.07460 2.18598 2.05022

32 1.93170 0.996590 2.03650 2.10075 2.02583

40 1.92833 0.998092 2.02182 2.06370 2.01584

48 1.92760 0.998798 2.01460 2.04416 2.01075

Table 2 Error estimates for the lowest-order Brezzi–Douglas–Marini
element

1/h uL2 rate udiv rate pL2 rate

8

16 1.94471 0.979296 1.01198

24 1.98171 0.993411 1.00614

32 1.99072 0.996746 1.00332

40 1.99433 0.998057 1.00205

48 1.99615 0.998708 1.00138

� = [0, 1] × [0, 1] into triangles. The exact solution for the
velocity u = (u1, u2) and the pressure p is given as follows:

p(x) = sin(2πx1) sin(2πx2), x = (x1, x2),

u1(x) = −2π cos(2πx1) sin(2πx2),

u2(x) = −2π sin(2πx1) cos(2πx2).

The coefficient tensor K is the identity tensor, and the
right-hand side f is determined by (2.2a) through this exact
solution.

Example 1 In the first example, we test the case k = 1 for
the error estimates ‖p − ph‖0, ‖u − uh‖0, ‖div(u − uh)‖0,
‖P̄h(p−ph)‖0, and ‖p−p∗

h‖0, which are reported in Table 1
(with the respective notation pL2 , uL2 , udiv, P̄hL2 , and p∗

h).
It can be seen that all these computational estimates agree
with the theoretical estimates (4.4), (5.6), and (6.13) except
for ‖p − ph‖0 and ‖u − uh‖0; the computational estimates
are better.

As a comparison with a comparable element that satis-
fies the inf–sup condition, we consider the same problem
for the lowest-order Brezzi–Douglas–Marini element [7].
The computational results are displayed in Table 2. It fol-
lows from this table that the error estimate for the pressure
using this element is less accurate than that presented in
Table 1. The computational times for these two elements are
the same.

Example 2 In the second example, we test the case k = 2
for the same error estimates as those reported in Example 1,

Table 3 Error estimates for the pair P2 − P2

1/h uL2 rate udiv rate pL2 rate P̄hL2 rate p∗
h rate

8

16 2.06083 1.97673 2.06355 3.78094 3.04706

24 2.02310 1.99206 2.02217 3.75161 3.01579

32 2.01218 1.99592 2.01139 3.71595 3.00821

40 2.00749 1.99749 2.00692 3.68760 3.00503

48 2.00506 1.99829 2.00465 3.66541 3.00340
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which are illustrated in Table 3. This time, all the compu-
tational estimates now agree with the theoretical estimates
(4.4), (5.6), and (6.13). In particular, this example shows
that the estimate (4.4) is generally the best estimate one
can obtain with the stabilized mixed finite element meth-
ods (2.13a) and (2.13b). Numerical results for the P2 − P2

pair were also reported in the computational studies [5, 11];
however, only the first-order convergence rate was reported
for the estimate ‖div(u − uh)‖0. Continuous finite ele-
ments were used in [5]. If the estimate ‖u − uh‖0 is first
obtained and ‖div(u − uh)‖0 is then measured by applying
the divergence operator, the accuracy of the latter estimate
will be reduced. For the current stabilized mixed finite ele-
ment method, the estimate ‖div(u − uh)‖0 must directly be
determined since both estimates have the same accuracy.

11 Concluding remarks

In this paper, we have systematically studied the pressure
projection stabilization method for the Darcy and coupled
Darcy–Stokes flow problems in multiple dimensions. For
the Darcy flow, while the analysis in this paper has been
focused in (2.12), it can be extended to other stabiliza-
tion terms using the equal-order mixed finite element pairs,
as pointed out in [11]. Note that, by the definition of the
L2-projection P̄h,
∫

T

(ph − P̄hph) d = 0, T ∈ Th.

Then, a simple scaling argument shows

‖ph − P̄hph‖0,T ≤ C‖hT ∇(ph − P̄hph)‖0,T , T ∈ Th.

Consequently, the stabilization term defined in (2.12) can be
replaced by

Gh(p, q) =
∑

T ∈Th

(
hT ∇(ph − P̄hph), hT ∇(ph − P̄hph)

)
T

,

(11.1)

and all the analysis performed for (2.12) can be extended to
the stabilization term (11.1). The latter term is equivalent to
the stabilization term considered in [3, 10], where an inter-
polation operator was used in place of P̄h. The analysis in
this paper can be extended to any stabilization term that is
equivalent to either (2.12) or (11.1).

We mention that while the analysis has been performed
only for the Dirichlet boundary condition (2.2b), it is also
valid for the boundary conditions of the Neumann and
mixed types. The Neumann boundary condition is an essen-
tial boundary condition that needs to be imposed in the vec-
tor space V for the mixed method, and the mixed condition
is natural as the Dirichlet one [14, 16].

Finally, as an example, the P1 − P1 pair on triangles
has been analyzed for the pressure projection stabilization
method for the coupled Darcy–Stokes flow. The analysis
can be also extended to other types of finite element pairs,
such as higher-order elements.
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10. Brezzi, F., Pitkäranta, J.: On the stabilization of finite element
approximations of the Stokes equations. In: Efficient Solutions of
Elliptic Systems. Proceedings of a GAMM-Seminar Kiel. Notes
on Numerical Fluid Mechanics, vol. 10, pp. 11–19. Vieweg,
Braunschweig (1984)

11. Burman, E.: Pressure projection stabilization for Galerkin approx-
imations of Stokes’ and Darcy’s problem. Numer. Methods Partial
Diff. Equ. 24, 127–143 (2008)

12. Cai, Z., Douglas Jr., J., Ye, X.: A stable nonconforming quadri-
lateral finite element method for the stationary stokes and Navier-
stokes equations. Calcolo 36, 215–232 (1999)

13. Chen, Z.: Unified analysis of the hybrid form of mixed finite ele-
ments for second-order elliptic problems. J. Eng. Math. 8, 91–102
(1991)

14. Chen, Z.: Finite Element Methods and Their Applications.
Springer, Heidelberg (2005)

15. Chen, Z., Huan, G., Ma, Y.: Computational methods for multi-
phase flows in porous media. In: The Computational Science and
Engineering Series, vol. 2. SIAM, Philadelphia (2006)

16. Ciarlet, P.G.: The Finite Element Method for Elliptic Problems.
North-Holland, Amsterdam (1978)

17. Dohrmann, C.R., Bochev, P.: A stabilized finite element method
for the stokes problem based on polynomial pressure projections.
Int. J. Numer. Meth. Fluids 46, 183–201 (2004)

18. Falk, R.: An analysis of the penalty method and extrapolation
for the stationary stokes equations. In: Vichnevetsky R. (ed.)



Comput Geosci (2013) 17:1079–1091 1091

Advances in Computer Methods for Partial Differential Equations,
pp. 66–69. AICA, Paris (1975)

19. Feng, M., Qi, R., Zhu, R., Ju, B.: Stabilized Crouzeix-Raviart
element for the coupled stokes and Darcy problem. Appl. Math.
Mech. 31(3), 393–404 (2010)

20. Hughes, T.J.R., Liu, W., Brooks, A.: Finite element analysis of
incompressible viscous flows by the penalty function formulation.
J. Comput. Phys. 30, 1–60 (1979)

21. Jesperson, D.: A least-squares decomposition method for solving
elliptic equations. Math. Comput. 31, 873–880 (1977)

22. Layton, W.J., Schieweck, F., Yotov, I.: Coupling fluid flow
with porous media flow. SIAM J. Numer. Anal. 40, 2195–2218
(2003)

23. Li, J., Chen, Z.: A new local stabilized nonconforming finite ele-
ment method for the stokes equations. Computing 82, 157–170
(2008)

24. Li, J., He, Y.: A new stabilized finite element method based on
local Gauss integration techniques for the stokes equations. J.
Comput. Appl. Math. 214, 58–65 (2008)

25. Li, J., He, Y., Chen, Z.: A new stabilized finite element method
based on a local Gauss integration technique for the transient
Navier-stokes equations. Comput. Methods Appl. Mech. Eng. 197,
22–35 (2007)

26. Masud, A., Hughes, T.J.R.: A stabilized finite element method for
Darcy law. Comput. Methods Appl. Mech. Eng. 191, 4341–4370
(2002)
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